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Abstract

We present a novel generative 3D modeling system, coined CraftsMan, which
can generate high-fidelity 3D geometries with highly varied shapes, regular mesh
topologies, and detailed surfaces, and, notably, allows for refining the geometry
in an interactive manner. Despite the significant advancements in 3D generation,
existing methods still struggle with lengthy optimization processes, irregular mesh
topologies, noisy surfaces, and difficulties in accommodating user edits, conse-
quently impeding their widespread adoption and implementation in 3D modeling
softwares. Our work is inspired by the craftsman, who usually roughs out the
holistic figure of the work first and elaborates the surface details subsequently.
Specifically, we employ a 3D native diffusion model, which operates on latent
space learned from latent set-based 3D representations, to generate coarse geome-
tries with regular mesh topology in seconds. In particular, this process takes as
input a text prompt or a reference image, and leverages a powerful multi-view
(MV) diffusion model to generates multiple views of the coarse geometry, which
are fed into our MV-conditioned 3D diffusion model for generating the 3D ge-
ometry, significantly improving robustness and generalizability. Following that, a
normal-based geometry refiner is used to significantly enhance the surface details.
This refinement can be performed automatically, or interactively with user-supplied
edits. Extensive experiments demonstrate that our method achieves high efficacy
in producing superior quality 3D assets compared to existing methods.

1 Introduction

The rapid development of industries such as video gaming, augmented reality, and film production has
led to a surge in demand for 3D asset creation. However, manually creating these 3D assets is often
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Figure 1: Our method, given a single reference image or text prompt, can generate intricate 3D shapes
with high fidelity in just 30 seconds. Drawing inspiration from the typical workflow of craftsman, we
start by creating a coarse shape using a 3D native diffusion model. We then enhance the surface details
using either an automatic global geometry refiner or, more intriguingly, an interactive geometry refiner
that allows for user edits. For more visually compelling results, please refer to the supplementary
video.

time-consuming and expensive. Consequently, many methods now leverage generative techniques to
simplify 3D generation, requiring only a single image or text prompt as input.

3D generative methods can be broadly categorized into three types: i) Score-Distillation Sampling
(SDS) based methods Poole et al. [2022], Lin et al. [2023], Chen et al. [2023] typically distill priors
in pretrained 2D diffusion models for optimizing a 3D representation, eventually producing 3D assets.
However, these methods often suffer from time-consuming processing, unstable optimization, and
multi-face geometries. ii) Multi-view (MV) based methods propose generating multi-view consistent
images as intermediate representations, from which the final 3D can be reconstructed Li et al. [2023],
Long et al. [2023]. While these methods significantly improve generation efficiency and robustness,
the resulting 3D assets tend to have irregular geometric structures, noisy surfaces, and over-smoothed
geometries. iii) 3D native generation methods Nichol et al. [2022], Jun and Nichol [2023], Zhang et al.
[2023a] attempt to directly model the probalistic distribution of 3D assets via training on 3D assets.
However, these methods are only tested on limited categories, and therefore show poor generalization
on unseen cases. More importantly, all of these methods do not support user edits to improve the
generated 3D interactively.

In this paper, we present a novel generative 3D modeling system, coined CraftsMan, which takes
as input single images as reference or text prompts and generates high-fidelity 3D geometries
featuring highly varied shapes, regular mesh topologies, and detailed surfaces, and, notably, allows
for interactively refining the geometry. Drawing inspiration from craftsmen, who typically begin by
shaping the overall form of their work before subsequently refining the surface details, our system is
comprised of two stages: i) a native 3D diffusion model, that is conditioned on a set of intermediately
generated MV images and directly generates coarse 3D geometries; and ii) a generative geometry
refiner that authors intricate details in either an automatic manner or interactive manner.

Specifically, the 3D native diffusion model, trained on 3D data, learns the probabilistic distribution of
3D geometries. This enables the generation of regular topologies and complex geometries, particularly
those with high concavity. However, a 3D diffusion model trained on limited 3D datasets inevitably
suffers from poor generalization to unseen input images and text prompts, resulting in significantly
degraded geometries. We combine the 3D diffusion model with the multi-view diffusion model to
address this issue. Concretely, we feed the single reference image or text prompt into the multi-view
diffusion model to obtain multi-view images as intermediate conditions, from which our 3D diffusion
model learns to generate 3D geometries. The rich geometric and semantic priors learned in the
multi-view diffusion model significantly enhance the generalizability and robustness of our coarse
generation stage.

2



On the other hand, our generative geometry refiner includes several key techniques to enhance the
details and usability of the meshes derived from the generated coarse geometries. This is achieved
with a combination of ControlNet-tile Zhang et al. [2023b] and surface normal map diffusion,
preserving the superior quality and generalizability of the 2D diffusion model without the need to
train a ControlNet-tile model from scratch. Direct mesh optimization is an efficient method that
typically takes 10-20 seconds and maintains the original topology of the shape, making it suitable
for downstream tasks such as editing. In particular, we directly optimize the vertices of the mesh,
which only takes around 10 seconds and can preserve the original topology of the geometry with
ease, rendering its suitability in the user interactive modeling. An automatic global refinement and
an interactive local refinement allow users to edit and improve the 3D mesh in a user-friendly and
controllable manner.

In summary, our system enables efficient 3D generation featuring high-quality and highly complex
geometries, given only a single reference image or a text prompt. In addition, our system allows
for user-interactive edits, enhancing the generated coarse geometries to better align with the users’
envisioned designs. Extensive experiments demonstrate that our method achieves high efficacy in
producing superior quality 3D assets compared to existing methods.

2 Related work

We briefly review the most related literature on 3D generation, with a particular emphasis on learning-
based methods with various types of supervision.

3D Native Generative Models Many works adopt various 3D representations such as point
clouds Li et al. [2018], Zhou et al. [2021], Yang et al. [2019], meshes Nash et al. [2020], Liu
et al. [2023c], and implicit functions Chen and Zhang [2019], Park et al. [2019] to train native 3D
generative models. The early efforts in the field Wu et al. [2016], Chen and Zhang [2019], Ibing
et al. [2021] primarily concentrated on Generative Adversarial Networks (GANs) Goodfellow et al.
[2014]. Autoregressive models Sun et al. [2020], Nash et al. [2020], Mittal et al. [2022] also draw
great attention in 3D generation and have been extensively explored. Recently, diffusion models Ho
et al. [2020] show great potentials in 2D image generation but they are not fully explored in the
3D domain. Some recent works extended diffusion models to 3D with the representation of point
cloud Luo and Hu [2021], Zhou et al. [2021], meshes Liu et al. [2023c] and inplicit fields Chou et al.
[2023], Shue et al. [2023]. However, training these 3D generative models directly on 3D data is quite
challenging, due to the high memory footprint and computational complexity.

To tackle these challenges, recent works propose to first compress 3D shapes into compact latent
space, and then perform diffusion process in the latent space. Zhang et al. [2022] and Zhang et al.
[2023a] propose a method to encode occupancy fields using a set of either structured or unstructured
latent vectors. Neural Wavelet Hui et al. [2022] advocates a voxel grid structure containing wavelet
coefficients of a Truncated Signed Distance Function (TSDF). Mosaic-SDF Yariv et al. [2023]
approximates the SDF of a given shape by using a set of local grids spread near the shape’s boundary.
These works often suffer from lacking geometric details and over-smoothing surfaces. Most of the
studies have only been tested on limited datasets Chang et al. [2015], Wu et al. [2015] with specific
categories, such as chairs, faces, etc. Although recent 3D datasets, such as Objaverse Deitke et al.
[2022], have dramatically enriched the state-of-the-art of 3D datasets, scaling up with larger datasets
remains a challenge and the generalization capability of these models is still under-explored. Our
work harnesses the feed-forward nature of 3D diffusion models while enhancing their generalization
capability by leveraging the pre-trained multi-view 2D diffusion prior as the condition. This approach
significantly facilitates zero-shot ability.

3D Generation using 2D Supervision In contrast to the often elusive 3D supervision, 2D super-
vision is more readily available and has been extensively utilized in 3D generation tasks. In recent
years, generative models have achieved significant success in producing high-fidelity and diverse
2D images, and we have seen a surge of interest in lifting this powerful 2D prior to 3D generation.
Most of these methods generate 3D contents, typically in the form of NeRF Mildenhall et al. [2020]
or Triplane Chan et al. [2021a] representations, which are turned into images by a differentiable
renderer. Then the multiview images can be compared with either real-world dataset samples or
images rendered from 3D models to train a generative model. Schwarz et al. [2020], Niemeyer and
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Figure 2: Overview of CraftsMan. Our method first transforms the input single image or text prompt
into multi-view images using a multi-view diffusion model. These generated multi-view images
are then fed into a native 3D diffusion model as conditions to produce a coarse mesh with regular
topology. Finally, a surface normal-based refinement is employed to improve or edit the coarse
geometry, enhancing it with intricate details. The refinement process features two key tools: an
automatic global refinement and an interactive Magic Brush, which together enable efficient and
controllable 3D modeling.

Geiger [2021], Chan et al. [2021b], Gao et al. [2022] perform GAN-like Goodfellow et al. [2014]
structure to synthesize 3D-aware images via adversarial training.

Due to the high costs associated with high-resolution 2D supervision, many of these approaches
focus on efficient training, like using efficient 3D representation Chan et al. [2021a], Zhao et al.
[2022], patch-based discriminator Schwarz et al. [2020], progressive growing resolution using 2D
upsampler Gu et al. [2022], etc. However, these methods are often trained on limited data with
specific categories, and therefore shows poor generalization on unseen categories. Poole et al. [2022]
develop techniques to distill 3D information from a large-scale pretrained 2D text-to-image diffusion
models to optimize 3D representation, thus yielding 3D assets. Subsequent works Wang et al. [2023],
Liang et al. [2023], Chen et al. [2023], Lin et al. [2023], Shi et al. [2023], Li et al. [2024] are proposed
to further enhance the quality of 3D generation. By leveraging existing powerful 2D priors, these
per-shape optimization methods take dozens of minutes and usually require a huge computational
cost.

Instead of performing a time-consuming optimization, some recent works Long et al. [2023], Li et al.
[2023], Liu et al. [2024, 2023b] attempt to generate multi-view images simultaneously and bring
3D-awareness by finetuning the 2D diffusion. The generated multi-view images are then used to
reconstruct a 3D shape using sparse view reconstruction algorithms. Although these methods achieve
high efficiency, the generated results are heavily dependent on the quality of the 2D images. Complex
lighting conditions, occlusion, and multi-view inconsistency are still challenging and usually result in
low-quality geometric structures. Indirect modeling of 3D probability distributions typically results in
degraded final generation quality and cannot produce satisfactory geometry. In contrast, our approach
mimics modern modeling workflows by first generating a coarse 3D shape using a feed-forward 3D
native generative model, followed by refinement using detailed 2D priors.

3 Method

Figure 2 provides an overview of our generative 3D modeling workflow, which can synthesize 3D
assets with rich details using text or a single image as input. Our framework is designed to mimic the
artist’s workflow of 3D modeling by incorporating a coarse geometry modeling process followed by
a refinement process. These steps allow for the generation of high-quality 3D shapes with regular
topology and detailed geometry.

Specifically, we first compress 3D assets into a compact latent space via a encoder-decoder structure,
which enables efficient 3D shape latent diffusion (see Sec. 3.1). Secondly, we transform the input
single image or text prompt into multi-view images via MV diffusion model. The generated MV
images are used as conditions for the 3D latent diffusion model, which leads to robust and high-quality
3D generation (see Sec. 3.2). Finally, we introduce a surface normal based refinement scheme that
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Figure 3: The illustration of 3D generation. We first train a 3D Variational Autoencoder (VAE) to
compress 3D assets into a latent space, where the VAE takes point clouds with normals as input and
outputs occupancy fields. With the learned latent space, we further train a 3D Latent Set Diffusion
Model to produce 3D shapes, using multi-view images as conditions.

further improves or edits the generated coarse geometry in an effient and controllable manner (see
Sec. 3.3).

3.1 3D Latent Set Representation

We propose to directly learn the distribution of 3D shapes by training a native 3D diffusion model on
3D datasets, enabling the generation of high-quality 3D shapes with complex and regular geometry.
Initially, we encode the 3D assets into a latent space using a Variational Autoencoder (VAE), and
then we train a diffusion model in this latent space to exploit its compactness and efficiency.

Shape Representation The success of the Latent Diffusion Model (LDM) Rombach et al. [2022]
proves that a compact, efficient, and expressive representation is essential for training a diffusion
model. Therefore, we first encode 3D shapes into a latent space and then train a 3D latent diffusion
model for 3D generation. Similar to the methods in Moreno et al. [2022], Zhang et al. [2023a], each
3D asset is encoded into a compact one-dimensional latent set S =

{
si ∈ RC

}D

i=1
, where D is the

number of the latent sets and C is the feature dimension.

Shape Encoding. We adopt an auto-encoder structure to encode the 3D shapes into the latent sets
and then decode them to reconstruct a neural field. Specifically, for each 3D shape, we first sample a
set of points clouds Pc ∈ RN×3 from the surface, along with its surface normal vectors Pn. Next, we
implement a cross-attention layer to integrate the information of the concatenated Fourier positional
encodings with their respective normals into the shape encoder. Following Zhao et al. [2023], we
leverage the Perceiver Jaegle et al. [2021]-based shape encoder that effectively captures the geometric
characteristics of the 3D shape to learn a set of latent vectors S.

P̂ = Concat(PE(Pc),Pn),

Enc(Pc,Pn) = SelfAttn(i)(CrossAttn(S, P̂)), for i = 1, 2, . . . , Le,
(1)
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where P̂ is the concatenated point feature, Le is the number of Self Attention layers in the shape
encoder and PE denotes the column-wise Fourier positional encoding function.

Shape Decoding. We use a similar perceiver-based decoder while moving all self-attention layers
before cross-attention layers that decode the latent set S to neural fields. Given a query 3D point
x ∈ R3 in space and a learned shape latent embeddings S, the decoder predicts its occupancy value.

The training objective is as:

S← SelfAttn(i)(S), ∀i = 1, 2, . . . , Ld,

Lvae = Ex∈R3

[
BCE

(
Ô(x),O(CrossAttn(PE(x),S))

)]
+ λklLkl,

(2)

where Ld is the number of Self Attention layers in the shape decoder, Ô(x) is the ground truth
occupancy value of x and O is the occupancy prediction function using a single MLP layer. The
KL divergence loss Lkl is used to regularize the latent space distribution to a standard Gaussian
distribution. Subsequently, we sample query points in a regular grid to reconstruct the final surface
using Marching Cubes Lorensen and Cline [1998]. Please refer to Zhang et al. [2023a], Zhao et al.
[2023] for more details.

3.2 3D Native Diffusion Model

Instead of directly using a single image or text prompt as conditions, we leverage recent multi-view
diffusion models to produce multi-view images from the input single image or text prompt. The
multi-view conditioned 3D diffusion model enables robust and accurate 3D generation of various
shapes.

Generating MV Images as Intermediate Conditions. Multi-view (MV) images generated by
recent MV diffusion models offer richer geometric and contextual priors compared to using a single
image or text alone. Importantly, adopting MV images leads to a unified scheme that avoids the need
for separately training text-conditioned and single-image-conditioned models. As a result, the recent
text-to-MV Shi et al. [2023], Li et al. [2023] and image-to-MV Wang et al. [2024], Long et al. [2023]
methods are leveraged to generate multi-view images. Formally, we can express the process as,

ŷ = {f(y, πi)}Ki=1 , (3)
where f is the multi-view diffusion model, y is the input text or image condition, πi is the given
camera parameters, and ŷ is the generated K images.

MV-conditioned 3D Latent Set Diffusion Once obtaining the encoded shape latent set S and
corresponding multi-view images ŷ, we can train a conditional 3D diffusion model on the latent
space to generate 3D shapes. The multi-view images are first fed into a large pre-trained image
feature extractor τθ like Radford et al. [2021], Caron et al. [2021] to acquire their corresponding
embeddings. Notably, to distinguish between multi-view images, some recent works Li et al. [2023],
Long et al. [2023], Shi et al. [2023] modulate the image feature extractor using camera parameters π.
We follow the method in Li et al. [2023] by employing an adaptive layer normalization (adaLN) Perez
et al. [2018]. Such modulation (ModLN) is applied to each attention sub-layer in the image feature
extractor τθ, and the modulation layers are optimized during training to make image embeddings be
aware of the camera position.

Thus, we can learn the conditional Latent Set Diffusion Model (LSDM) via:

LLSDM := EE(x),y,ϵ∼N (0,1),t

[
∥ϵ− ϵθ (St, t, τθ(ŷ,ModLN(π)))∥22

]
, (4)

where ϵθ is build on a UNet-like transformer Ronneberger et al. [2015], Vaswani et al. [2017], t
is uniformaly samppled from {1, . . . , T} and St is a noisy version of S0. Furthermore, we also
adapt the classifier-free guidance (CFG) training strategy Rombach et al. [2022] that randomly drops
the conditions during training to improve the fidelity and diversity of the generated shapes. As a
result, with text-based or image-based conditions, the 3D native diffusion model could produce a
corresponding occupancy field, and a subsequent marching cube algorithm can be used to extract
explicit mesh from the occupancy field. To better visualize the smooth geometry of our generated
meshes, we have also utilized a remeshing tool Maxime [2024] to convert the triangular meshes into
quadrilateral meshes.
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Figure 4: The illustration of surface normal-based geometry refinement. (a.1) We first finetune the
villina stable diffusion model using normal maps to adapt to normal data. (a.2) The normal-adapted
diffusion model is combined with ControlNet-Tile to enhance a normal with intricate details. (b) The
automatic mesh refinement process via training-free cross-view attention.

3.3 Normal-based Geometry Refinement

To further enhance the coarse mesh with rich details, instead of directly manipulating the mesh
vertices, we propose to improve and edit the initial mesh using normal maps as an intermediate
representation. We first render the coarse mesh into normal maps and then leverage normal-based
diffusion model to enhance the rendered normals with intricate details. Subsequently, the refined
normals serve as supervision to optimize the mesh, thus yielding a refined mesh with rich details.
Moreover, we design two processes with practical applicability, namely automatic global refinement
and interactive local refinement, which respectively cater to the needs of artists for automatic high-
quality mesh refinement and interactive mesh editing.

Coarse Normal Enhancement We adopt ControlNet-Tile Zhang et al. [2023b] to enhance the
rendered normals with details. Instead of directly training a normal-adapted ControlNet model, we
propose a more lightweight adaptation that inherits the priors in the 2D diffusion model in the RGB
domain. Specifically, we only finetune a diffusion model Rombach et al. [2022] using normal images,
and then directly a ControlNet-tile network φ that pretrained on the RGB domain to generate the
refiner results. Formally, for the ith view with a rendered normal map ni, the output from by the
ControlNet-tile network φ can be succinctly represented as: n̂i = φ(ni, ytext), where ytext is the
input text condition and can be set to empty if we use the guess mode in Zhang et al. [2023b]. The
only model we finetuned is the text-to-image diffusion model, the lightweight adaptation inherits the
powerful zero-shot generalization ability and shows superior details in generated images.

Shape Optimization via Differentiable Rendering We advocate for direct vertex optimization
through continuous remeshing Palfinger [2022], which is favored for its computational efficiency and
explicit control over the optimization process. Given a mesh with vertices V and faces F , we optimize
the mesh details by directly manipulating the triangle vertices and edges, with the supervision of
the refined normal maps n̂i. Specifically, in each optimization step, we render normal maps from
the current mesh via differentiable rendering, denoted asRn(V, F, πi). Then, we minimize the L1
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Figure 5: Compared to the strong baseline InstantMesh, our result maintains accurate complex
geometric structures and avoid shape ambiguity.

differences between the rendered normals and the refined normals via:

Lremeshing =
∑
i

∥n̂i −Rn(V, F, πi)∥11, (5)

whereRn denotes the differentiable normal rendering function, and πi is the camera information of
ith rendering camera.

In each step, an update operation is executed to update the position for each vertex according to the
gradient computed in the loss backward process. Then, a remeshing operation is executed to adeptly
split, merge, and flip edges as proposed in Palfinger [2022].

To stabilize the mesh optimization, we introduce a relative Laplacian smoothing term, whose vertex
updating process can be formulated as:

x← xinit + λ · v ·W (x− xinit) , (6)

where xinit is the initial position for each vertex, λ is a smoothing hyperparameter, v is the relative
speed as mentioned in Palfinger [2022], and W is the combinatorial Laplacian matrix.

Automatic Mesh Refinement We can simultaneously refine the normal maps across different
perspectives and subsequently optimize the mesh using enhanced multi-view normals. This operation
is named as Auto Normal Brush. A pivotal challenge arises from the inconsistencies observed in
the normal images generated by diffusion models across different views. Recent advancements, as
detailed in Shi et al. [2023], Long et al. [2023], address this issue by employing a cross-view attention
mechanism. The cross-view attention facilitates the propagation of information across perspectives
by interlinking keys and values, enabling the perception of correlations between multiple views.

However, methods trained on synthesized datasets are prone to overfitting, leading to unrealistic and
over-smoothed results. Interestingly, we have observed that the cross-view attention mechanism can
be directly applied to our task in a training-free manner. This is partially attributable to the inherent
constraints of the coarse normal maps and the design of ControlNet-Tile, which hallucinates new
details without significantly altering the original input conditions. The refined normals are then used
to optimize the mesh, resulting in a high-quality 3D model with rich details.

Interactive Local Refinement We also offer an interactive editing tool, dubbed as Magic Normal
Brush, that enables precise adjustments to specific local regions of the mesh in a controllable manner.
Users can select the areas to be edited using a painting brush, creating a binary mask that indicates the
regions to be updated. We then render a normal map of the current mesh via differentiable rendering.
The binary mask and the rendered normal map are combined to produce a masked normal map with
empty pixels that need updating. This masked normal map is fed into a normal diffusion model for
inpainting. The masked normal map is updated with a user input text prompt. Finally, we optimize
the mesh shape using the updated normal map as supervision, resulting in the final edited mesh.

4 Experiments

To validate the effectiveness of our proposed workflow, we extensively evaluate our proposed
framework using a rich variety of inputs. We present the qualitative and quantitative evaluation of
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Figure 6: Qualitative comparisons with baseline methods for the task of single-view reconstruction.
The coarse geometries are remeshed to quadrilateral meshes using Maxime [2024] for better
visualization of the smooth geometry of our generated results.

our method as described in Section 4.3 and Table 1, as well as comparison results against other
baseline methods, showing the effectiveness and efficiency compared to other generation methods.
We also conduct ablation studies to validate the effectiveness of each component in our framework,
as described in Section 4.4. Moreover, we demonstrate the versatility of our method by supporting
downstream applications, as shown in Fig. 10. More intriguing visual results can be found in our
accompanying video and supplementary.

4.1 Dataset Preparation

We use a public 3D dataset–Objaverse Deitke et al. [2022], which contains around 800k models
created by artists, as our training data. Due to the presence of considerable noise in the geometry and
appearance, we filter out meshes of inferior quality, such as those with point clouds, thin structures,
holes, and texture-less surfaces, from our training data to ensure its high quality, resulting in a curated
dataset of approximately 170k objects. For each mesh, we first normalize the object to fit within a
unit cube and then convert it into a water-tight mesh as in Mescheder et al. [2019]. Then, we render
4-orthogonal views with a random rotation of each object to serve as conditions for the Latent Set
Diffusion Model. Additionally, we render normal maps for each object to finetune a 2D normal
diffusion model. Please refer to the supplementary for more details

4.2 Implementation Details

We follow the same architecture as in Zhao et al. [2023] for our shape auto-encoder, with the exception
of the layer dedicated to contrastive learning, and for our latent set diffusion model. The shape
auto-encoder is based on a perceiver-based transformer architecture with 185M parameters, while the
latent set diffusion model is based on a UNet-like transformer, comprising 104 million parameters.
Additionally, we utilize pre-train image encoders in the CLIP Radford et al. [2021] (ViT-L-14) as the
image feature extractor and freeze it during training and sampling.

Please refer to the Zhao et al. [2023] and the supplementary for more details.

4.3 High-quality Mesh Generation

We present the results of our proposed method in Figure 1 and the supplementary. It is crucial to
note that the evaluation of geometry quality, especially aspects like smoothness and intricate details
of the 3D generation results is inherently challenging Wu et al. [2024]. Additionally, our model is
generative rather than reconstructive in nature, making it inequitable to directly compare our outputs
with the ground truth, as is typically done in reconstruction models. In this evaluation, our primary
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Table 1: Quantitative comparison with baseline methods on the GSO dataset Downs et al. [2022].
Notably, as a generative model, our method inherently differs from reconstruction methods, making a
direct numerical comparison infeasible. Nonetheless, our method achieves comparable performance.

Type Method Chamfer Dist↓ Volume IoU↑ Inference Time↓

Sparse View
Recontruction

One-2-3-45 Liu et al. [2024] 0.0629 0.4086 ~45s
zero123 Liu et al. [2023a] 0.0339 0.5035 ~10min
InstantMesh Xu et al. [2024] 0.0187 0.6353 ~10s

2D
Distillation

Realfusion Melas-Kyriazi et al. [2023] 0.0819 0.2741 ~90min
Magic123 Qian et al. [2024] 0.0516 0.4528 ~60min

3D
Generative

Model

Point-E Nichol et al. [2022] 0.0426 0.2875 ~40s
Shap-E Jun and Nichol [2023] 0.0436 0.3584 ~10s
Michelangelo Jun and Nichol [2023] 0.0404 0.4002 ~3s
Ours 0.0355 0.5092 ~5s

focus is on the qualitative quality of the 3D generation results through a variety of results and we also
present quantitative data for reference in Table 1. As depicted in Fig. 6 and 7, our method is adept
at generating 3D coarse meshes with smooth topology, which are further enhanced to exhibit finer
details following the refinement process.

Qualitative Evaluation. We incorporate images with varied styles, obtained from the internet,
in our evaluation to gauge the generalization capacity of our model. To extensively evaluate the
performance of our method, we compare our model with the 3D generative models Jun and Nichol
[2023], Zhao et al. [2023] and state-of-the-art reconstruction models Xu et al. [2024]. As shown
in Fig. 6 and supplementary, our 3D native diffusion model produces coarse geometry with regular
topology and the coarse meshes are further enhanced with more intricate details. On the contrary,
the 3D native counterpart Shap-E tends to produce noisy surfaces and incomplete shapes, while
Michelangelo produces over-smoothed geometries and also suffers from shape ambiguity, like the
Fish in Fig. 6. The strong baseline, InstantMesh, could produce accurate geometries but still lacks
geometric details.

Quantitative Evaluation. Following the prior works, we employed the Google Scanned Object
dataset—a rich collection of common everyday objects—to evaluate the performance of our 3D
Diffusion Model in generating 3D models from single images. We present the quantitative evaluation
of the quality of our image-to-3D generation in Table 1. For each object in the evaluation set, we use
the front view image with a resolution of 256x256 as input. To quantitatively evaluate our method,
we adopt two widely-used metrics, namely Chamfer Distances (CD) and Volume Intersection over
Union (IoU), between the ground-truth shapes and generated ones.

Our approach exhibits superior performance when compared to the 3D generative models, as illus-
trated in Table 1. To comprehensively evaluate the overall quality and detail richess of our method, we
futher conduct user study that compares our method with three other methods Jun and Nichol [2023],
Zhao et al. [2023], Xu et al. [2024]. The study containing valid 40 samples shows that 86% users vote
that our mesh quality achieves the best, and 98% believe that our results keep more geometry details.

4.4 Ablation Study

We conduct comprehensive ablation studies to substantiate the effectiveness of each design element
within our workflow, showing the importance of each component in the generation of high-quality
3D meshes. Fig. 8 illustrates the ablation results of each component.

Single Image vs. Multi-view Images Condition. Compared to the single-image condition, the multi-
view images generated by the 2D diffusion model provide more information regarding the object,
which is beneficial for the generation of unseen parts of 3D meshes. The generated shapes are prone
to have anomalous deformation in the single-image condition, whereas the multi-view condition
generates a more comprehensive 3D mesh.

Camera Pose Injection. Incorporating camera poses in the image feature extractor helps the model to
distinguish embeddings from different views of the object, ultimately leading to more precise 3D
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an astronaut 
in a space suit

a cure rabbit

a lobster, character

a cute Minion
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a marble bust of 
a fox head

Baby Yoda in the style 
of Mormookiee

an ice-cream cone

a cute fluffy dog

Figure 7: Raw coarse meshes (w/o quad remeshing) generated by our proposed method using a
single image as a reference or a text prompt.

shape generation. Without camera pose injection, the model tends to generate a 3D geometry with an
incorrect orientation.

Training-free Cross-view Attention. Cross-view attention enables the propagation of information
across disparate viewpoints, thereby enhancing the consistency of generated images. Although
without fine-tuning on multi-view datasets, this mechanism substantially bolsters the multi-view
consistency of images.

Regularizations During Mesh Optimization. Our proposed relative Laplacian constraint the vertices
towards the proximity of the coarse mesh, avoiding the mesh collapse introduced by the self-consistent
local smoothness, thereby enabling a robust optimization process.
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(a) Single Image vs. MV Images as Condition (b) The Effective of Camera Pose Injection

(c) Training-free Cross-view Attention (d) Regularizations During Mesh Optimization

w/o
Cross-view
Attention 

Enhanced Multi-view Normal Maps

w/
Cross-view
Attention 

Single Image
as Condition

MV Images
as Condition

w/o
Camera Pose

Injection

w/
Camera Pose

Injection

w/
Original
Laplacian

w/
Relative
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Refined Mesh

Figure 8: Ablation Study. (a) When only using a single image as a reference, the absence of
information for the occluded parts can result in erroneous interpretations, as exemplified by the four
ears of the goblin. (b) Incorporating the camera pose significantly enhances the diffusion model to
comprehend spatial information. Without this, the model may inaccurately predict the geometry,
potentially leading to distorted geometry, such as the unnaturally twisted body. (c) Introducing Cross-
view attention significantly increases the multi-view consistency of normal prediction, especially
for round objects. (d) Employing relative Laplacian constraints addresses the issue of thin mesh
diminishing due to the local smoothness criteria in the standard Laplacian regularization term.

4.5 Image as Prompt for Mesh Refinement

Our refinement module is designed to be versatile and can be applied to a variety of real-world
modeling applications. As presented in Fig. 10, in addition to using text prompts as conditional for
normal refinement, our model is also capable of incorporating images as conditions, thanks to the
advancements in the 2D diffusion community. Specifically, we leverage the IP-Adapter Ye et al.
[2023] face model to utilize an image as prompt for normal refinement. Consequently, we are able to
refine the coarse meshing based on the input IP image, such as the facial features of an individual, to
produce a mesh that maintains the same identity-preserving attribute.

4.6 Magic Normal Brush

Our proposed Magic Normal Brush supports meshes produced by various approaches, including
manual crafting and other 3D generation methods Long et al. [2023], Liu et al. [2023b], Li et al.
[2023]. Users are required to first select the regions to be updated and then type text prompts to edit
the selected areas. As illustrated in Figure 9, this tool enables users to efficiently add whiskers to a
man’s face via simply drawing and typing text.

5 Conclusion and Discussion

We present CraftsMan, a pioneering framework for the creation of high-fidelity 3D meshes that
mimics the modeling process of a craftsman, all within a mere 30 seconds. Our approach begins
with the generation of a coarse geometry, followed by a refinement phase that enhances surface
details. To achieve this, we utilize a diffusion model that is directly trained on 3D geometries.
Specifically, we employ a robust multi-view diffusion model to generate a series of views, which
serve as conditions for the 3D diffusion model. This strategy overcomes the scarcity of 3D datasets,
significantly enhancing the robustness and generalizability of our approach. Subsequently, we harness
the power of the 2D diffusion model to refine the normal map rendered from the coarse geometry.
This refined map is then utilized as a guide for detailed surface enhancement. Despite our method’s
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Figure 9: With the Magic Normal Brush, it’s convenient to edit a mesh via simple drawing and typing
text. Whiskers are easily added to the mesh.

Coarse Mesh Refined Mesh Refined Mesh

Text Prompt: “A head”
Image Prompt Image Prompt

Figure 10: Our mesh refinement module is capable of accepting an image as the prompt. By
incorporating a facial image to guide the normal mapping enhancement, we can refine the mesh
according to the identity in the image.

capability to produce high-quality 3D meshes with regular mesh topology, there remains ample
room for future exploration. The controllability of the Latent Set Diffusion model warrants further
investigation, and the generation of texture for 3D meshes presents a promising avenue for future
research.
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